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Prelude: The Vision. In E. M. Forster’s 1909 short story “The Machine Stops” [14], all of humanity lives in isolated
underground cells, completely dependent on an all-providing mechanical system called “The Machine”, which handles all physical
and social needs. “Year by year it [The Machine] was served with increased efficiency and decreased intelligence. The better
a man knew his own duties upon it, the less he understood the duties of his neighbor.” Many of our current AI tools bear
concerning resemblance to The Machine: they make our writing faster but more predictable [3], our collective thinking less
diverse [10, 2], and may unwittingly influence our opinions [18]. But we need to think for ourselves, for the sake of the many
intellectual activities we find so important — as thoughtful moral actors, as engaged political citizens, as value-conscious
scientists, as philosophers, as historians, as readers of literature and appreciators of art, as thinking and feeling humans. To
complement today’s machines that make us more efficient, we need “thinking tools” which help us think more intelligently,
critically, reflectively, and that connect us with our neighbor-humans rather than isolating us within The Machine.

Broadly, I want to build AI/IA tools which help us do better critical thinking, particularly in the textual social sci-
ences (e.g., philosophy, history, literature) and in the public sphere. I envision AI tools that textual social sciences scholars
engage with to think more deeply about the human condition, and even to innovate new concepts for problems both old and
new. I envision public encounters with AI that generate the right kind of intellectual friction to make people more thoughtful
about political, cultural, and moral issues in our lives. Contributing to HCI, NLP, and social science venues, I will perform
ethnographic work to understand how AI can support different intellectual communities, develop modeling techniques and
design human-AI interactions for critical thinking, and build open-access tools for those communities. As a student in
computer science and philosophy, working with computer science professors Amy Zhang and Ranjay Krishna and philosophy
professor Rose Novick, I have published several first-author papers related to these topics, and am currently leading
several related projects. I believe that the intellectual, technical, and personal skills I have developed through this work equips
me to pursue this research agenda.

Note: Throughout, I use the A marker to flag my projects and the 1 marker to flag proposed directions.

Building intellectual friction into AI tools. Facing the right kind of intellectual friction can make us reflect on our
intentions and beliefs in productive ways [12, 5, 9]. How can we build this friction into AI models and tools?

First, AI models must be able to represent a wide range of perspectives, so that they can present and advocate
for perspectives that users may not have encountered. I have contributed to work addressing multiple different instances of
this problem. A To understand the different ways that AI models can be pluralistically aligned to diverse values, I helped
formulate three technical definitions of pluralism — Overton, steerable, and distributional — and provide philosophical
support, outlined in an ICML position paper [33]. The vocabulary and framework introduced in our paper has gained traction in
alignment and agent modeling communities [22, 13, 4]. B But models should also be able to represent types of perspectives
subtler than values. Vision-language model (VLM) training is biased towards English web-scale image-text pairs, with the
majority of samples in popular datasets in English [26, 16, 30]. However, psychological and linguistic studies show that speakers
of different languages describe images in systematically different ways [19, 24, 28]. Inspired by these studies, I discovered
distributional differences in both the content and expression of captions produced in different languages, both in
datasets and by models. I also showed that models fine-tuned on captions produced in a particular language internalize the
content and expressive biases of that language. Our work [41], submitted to CVPR, highlights that VLMs should be trained
on captions produced from a variety of languages to maximize exposure to different perspectives of seeing and describing the
world, inspiring further work [26]. C In a similar vein, I spent a summer at Deepgram, a speech-to-text API, designing and
optimizing data curricula — orderings of data samples based on their information characteristics (e.g., content, speed, audience).
By exposing models to the right kinds of diverse data at the right time in training, I trained large speech-to-text models to
achieve more robust performance with half the training time. Through these three projects, I’ve gained experience developing
techniques both to measure and build representation of diverse perspectives in models.

Once models can represent a wide range of perspectives, how should they be used to build AI tools with intellectual
friction to help humans do critical thinking? D To answer this question, I interviewed 21 philosophers — people who
definitely do a lot of critical thinking — on their interactions with LLMs. I found that philosophers overwhelmingly had negative
experiences with using LLMs to do philosophy, for two main reasons: LLMs lack selfhood (a persistent sense of self, bold
and consistent articulation of opinions and beliefs) and initiative (ability to formulate intellectual interests/goals and pursue
them, start conversation, introduce ideas). From these interviews, I formulated a design framework to articulate where current
LLMs fall short and how future designs could succeed in becoming better critical thinking tools. I presented this paper at
COLM [42], where I had many insightful conversations, discussing further directions in this space both for modeling
techniques and interaction design. This paper has usefully framed much of the future work I want to do: both selfhood and
initiative usefully describe ways of building intellectual friction into AI models and tools. E I am currently leading a project
to introduce greater initiative into image generation interfaces. Although we generally want models to produce diverse
images of people, the “woke Gemini” controversy [29] showed that “diversity can be taken too far”. Perhaps the solution is
factuality — images of people should be diverse only when it is factually valid (e.g., doctors, CEOs; not founding fathers, Nazi
soldiers). However, factuality is not enough: the visual representation of people is entangled in broader cultural, political, and
historical debates (e.g., what does “a German citizen” [1], “Jesus” [11, 25, 32], “a woman” [38, 7] look like?). These debates
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cannot be, or at least have not yet been, settled into matters of fact. By building image generation tools with the initiative
to engage users in these debates, image generation can become a site of reflection, rather than a blind tool to actualize our
(possibly flawed or ignorant) intentions. We are currently running user studies and will submit to FAccT 2025.

In the future, I want to continue working on both the selfhood and initiative dimensions of building critical thinking
tools. 1 On the selfhood front, I want to build models that can convincingly represent, develop, and advocate for
“uncommon sense” — ideas that are unintuitive and contradictory to “common sense”. For example, it is common sense
that “pain is bad, and we should avoid it”, whereas it may be uncommon sense that “we should sometimes put ourselves in
pain to cultivate character”. Arguably, working/thinking through the latter is an important part of being human [17, 36, 21,
34]; our AI tools should support this reflective process. A large body of existing work in NLP and CV aligns models towards
common sense reasoning in the contexts of physical reasoning [6], vision [43], norms/morality [44], etc. We can adapt many of
these alignment techniques to develop uncommon sense in models. One conceptually simple method is to expose models to
high-quality materials that we know contain rich worked examples of uncommon sense, such as in the textual social sciences.
Moreover, existing alignment pipelines can be adapted to reward dispreferred (rather than preferred, as usual) outputs, inducing
more provocative, possibly thought-provoking model behavior [8]. 2 On the “initiative” front, I want to build models that
can ask us piercing, stimulating questions. This inverts the traditional human-LLM interaction where the human asks
the question first, which excludes rich contexts where the human “doesn’t know what they don’t know”. One such project
as an “inverse Delphi” [20]: rather than training models to give moral judgments on human questions (e.g., “this action is
inappropriate with 95% certainty”), they adaptively ask provocative and reflective questions about the human’s moral problem
(e.g., “have you thought about how X might be affected by this action?”). I believe this approach emphasizes human agency in
moral choice-making, addressing many concerns about building “moral AI” [15, 35]. As before, I believe there is abundant
(albeit overlooked) data for this task in the textual social sciences and even popular sources (e.g., NYT’s The Ethicist).

Concept discovery. New concepts help us frame what we already know in a new light, but also guide how we seek out
new knowledge. F In one of my earlier projects, I demonstrated how shifting concepts — the organizing frame through which
we view a problem — can solve problems which arise with an existing concept, in the medical imaging domain. In the typical
“singular” concept of medical segmentation annotation, a single boundary is produced around the region of interest. Existing
uncertainty representation methods are difficult to interpret because they rely on singular annotations. I proposed a shift from a
“singular” to a “bounding” concept of annotations, in which annotators explicitly mark high- and low-certainty bounds on the
range of plausible segmentations. I found that “bounding” annotations represent the variance in singular annotations while
reducing annotator disagreement, and are preferred by practicing clinicians over alternative representations of uncertainty based
on singular annotations. I presented this paper at AAAI HCOMP and received an honorable mention award [40].

While we can propose new concepts to help us solve modeling problems, we can also ask models to help us produce new
concepts. [31] proposes to “bridg[e] the human-AI knowledge gap” by using interpretability tools to introduce new concepts
from humans to models. While [31] introduces new chess concepts, I am interested in introducing new moral, cultural,
and philosophical concepts with AI models. G In a NeurIPS workshop paper [27], we argue that unaligned LLMs already
grasp the conceptual social structure of morality because they are trained to reproduce the discourse by which moral beliefs
are constructed, and therefore can teach us a lot about moral thinking. Thus, complementing existing work training models
to learn moral values [33, 20, 44], I want to develop methods to probe models as repositories of moral knowledge, both
old and new. H In a paper presented at the Pacific University Philosophy Conference [39], I further argue that the material
process of engaging with vision-language models can direct our cognitive labor towards self-reflection in ethically significant
ways. Because (vision-)language models learn and represent knowledge so differently from us — struggling with tasks we find
basic while excelling on ones we find difficult — teaching them concepts can yield fruitful reflection on our own part.

Inspired by recent work in concept induction [23] and novel concept representation [37], I want to build interaction-first
concept discovery. By their nature, it would be difficult to grasp moral, cultural, and philosophical concepts by passively
observing the outputs of interpretability probes; rather, humans will need to actively engage with the model via the concept
discovery apparatus. 3 In particular, I am excited about conceptual vocabulary generation for conceptual discovery. In the
textual social sciences, concepts are often developed by introducing new words and developing their meaning by producing
a web of texts that each cultivates some aspect of the concept. As an example, consider a new made-up word lorem, and
three sentences using it: { “Sometimes, a stranger’s glance carries the unexpected weight of lorem.” , “Politicians fear that
lorem may lead to public sympathy with extremists.”, “I can’t explain it — I just felt a sense of lorem with him, like I
understood him.” } After reading this, you may infer that lorem means something like an intuitive and spontaneous sense of
human connection, but by the nature of language, the meaning of lorem will exceed than the sum of what is written using it
in these texts. As more texts using the word “lorem” are produced, our idea of lorem’s meaning will take on more depth and
complexity. If an LLM system could successfully produce such texts using mystery words in meaningful ways, it could be a
valuable tool for textual social scientists to innovate new concepts to understand the human condition.
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