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Philosophy used to be a major concern in Al research! What happened?

e Computing and logic [Frege, Russell, Godel, Turing]
o  What can we compute? £ What can we know?
o  What can we logically represent? £ What is true? £ What is real? £ What can have meaning?
e Philosophy of Mind [Descartes, Kant, Searle]
o Mind/body distinction allows us to conceive of a human mind w/ a non-human body
o  What is the structure of knowledge?
e Symbolic & Post-Symbolic Systems [ Wittgenstein, Wiener, Quine, Dreyfus]
o Formulated theoretical foundations for symbolic Al and connectionism

o  Questioning if truth and meaning can be entirely symbolic
o Linkage between Turing machines and neural networks (McCulloch & Pitts, 1943)
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Historical Observations

Philosophy used to be a major concern in Al research! What happened?
Some speculation and observations

e It’s not weird anymore to study Al but not worry about philosophy!

e “Al” becomes divorced with philosophical aspects of [artificial intelligence],
focus on statistical learning and “practical” computation — makes sense

e ..but “AI” has grown to include and address many philosophical topics...
which philosophers have written about for centuries!

» &

Ethics: “fairness”, “accountability” / responsibility, “bias”, morality

» &« » &«

Metaphysics: “factuality”, “truthfulness”, “representation”

»  «

Epistemology: “hallucinations”, “confidence”, “knowledge”, “belief”, “perception”, “cognition”

O O O O
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Plan and Goals

Plan: provide a superficial and quick sampling of three major areas in
contemporary philosophy (breadth over depth)

Goals:

1. To pique your general interest in philosophical methods & ideas
2. To convince you that philosophy can offer something valuable to your
research & thinking, even if payoffs are not immediate
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Plan and Goals

Plan: provide a superficial and quick sampling of three major areas in
contemporary philosophy (breadth over depth)

Goals:

1. To pique your general interest in philosophical methods & ideas

2. To convince you that philosophy can offer something valuable to your
research & thinking, even if payoffs are not immediate

3. Help me organize my ideas, roughly synthesize my work & interests!
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Overview — Agenda

1. Philosophy of Mind

a. Perception and Phenomenology — Al ethics, annotation subjectivity, HAI design

2. Philosophy of Language
a. Meaning and Truth — how LMs mean, moral LMs
b. Speech-Acts — LMs as actors, selfhood & initiative
3. Philosophy of Science

a. Scientific Method — reflection on the “science of AI”
b. Explanation — XAI
c. Emergence and Reduction — “emergent abilities”
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Overview — Agenda

1. Philosophy of Mind

a. Perception and Phenomenology — subject and object, related to my previous work; vision and
non-linguistic parts of experience, reflection
b. Consciousness and Intelligence — mind-body problem, simulation? etc.

2. Philosophy of Language

a. Meaning and Truth — Factuality, What do LMs mean? What theory of meaning do LMs
represent?
b. Speech-Acts — Doing things with language; a cool way to understand LMs

3. Philosophy of Science

a. Explanation — what makes for a good explanation? Questions for XAI (read that been kim
paper thing)
b. Emergence and Reduction — final notion on “emergent things”, how do we do science?
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philosophy of mind

< perception and phenomenology >

*Disclaimer: What I will discuss here is not normally classed under the “philosophy of mind”. Instead, “philosophy of mind” is
usually taken to refer to “analytic” work on questions of consciousness, sentience, intelligence, and so on. The work which I will
discuss is classed under “phenomenology” and is more firmly in the “continental” school of thought.
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Some motivating “big questions”

e How do I know that I exist?
o  What things can I know for sure vs. being fooled?

e How can subjects come to know things objectively?
o How does perception relate to knowledge?

e How should we think about annotator subjectivity?
e How should we design human-AlI interactions?
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How do we come to know things?

e Descartes’ method of doubt: I can only know things if I cannot doubt it
o “Cogito, ergo sum” — “I think, therefore I am”
o IfItryto doubt that I am, then I merely reaffirm that I am (who is doubting?)
o Thought and rationality are powerful; it shows that I exist!
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How do we come to know things?

e Descartes’ method of doubt: I can only know things if I cannot doubt it
o “Cogito, ergo sum” — “I think, therefore I am”
o IfItryto doubt that I am, then I merely reaffirm that I am (who is doubting?)
o Thought and rationality are powerful; it shows that I exist!

e Husserl: we cannot doubt our experience as experienced
Perception-data comes to us; we can make sense of but never deny / doubt it
Consciousness is always “consciousness of X”

Reconstructs all of philosophy through experiential examination

Begins a lasting revolution in philosophy

O O O O
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How do subjects come to know objectively?

e “Natural attitude”: “In the natural attitude we take the existence of the world

for granted and do not question its being.” — Cartesian Meditations
o What is that table? — It’s just the table! It’s a thing over there! What else do you want?
o “Xis obviously true! Why don’t you see that?” “Y is objective fact.”
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first principle of experience
o Iseea “flat” set of data
o I move around, I see how the data varies
o I construct a 3d concept of the table through experience
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How do subjects come to know objectively?

e “Natural attitude”: “In the natural attitude we take the existence of the world

for granted and do not question its being.” — Cartesian Meditations
o What is that table? — It’s just the table! It’s a thing over there! What else do you want?
o “Xis obviously true! Why don’t you see that?” “Y is objective fact.”

e The epoche — suspension of judgment, don’t assume things, start from the
first principle of experience
o Iseea “flat” set of data

o I move around, I see how the data varies
o I construct a 3d concept of the table through experience

e Objectivity is intersubjectivity — the sharing of experience across subjects is

an object; we seek confirmation from / rely upon others
o Psychology — what do isolation experiments do to our sense of reality?
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Phenomenology, in Living a Meaningful Life

Don’t run away away from feeling and experience — it’s all you've got!

e Sartre — existence precedes essence — active-experience is king
o Plato: all things are just instances (“shadows”) of deeper essences (essence precedes existence)
o Sartre: no! we make our essence through our active living and experience!
o Vertigo: we do not fear that we will fall, but that we may choose to jump — embrace anxiety
o Heidegger: “being is becoming” — there is no stable, fixed X for “I am X”
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Phenomenology, in Living a Meaningful Life

Don’t run away away from feeling and experience — it’s all you've got!

e Sartre — existence precedes essence — active-experience is king
o Plato: all things are just instances (“shadows”) of deeper essences (essence precedes existence)
o Sartre: no! we make our essence through our active living and experience!
o Vertigo: we do not fear that we will fall, but that we may choose to jump — embrace anxiety
o Heidegger: “being is becoming” — there is no stable, fixed X for “I am X”
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Phenomenology, in Morality & the Good Life

e Relational ethics: ethics is not about generic actions (“what to do?”) but about

relationships between agents (“how to be-with?”)
o Emphasizes respect, care, and attentiveness / understanding
o Highly contextualized; every action occurs within a specific relationship
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Phenomenology, in Morality & the Good Life

e Relational ethics: ethics is not about generic actions (“what to do

relationships between agents (“how to be-with?”)
o Emphasizes respect, care, and attentiveness / understanding
o Highly contextualized; every action occurs within a specific relationship

e Iris Murdoch: we’ve become obsessed with morality as choice (e.g. Trolley
Problem) that we’ve missed moral vision

“What is needed is not a renewed attempt to specify the facts, but a fresh vision
which may be derived from a ‘story’ or from some sustaining concept which is able
to deal with what is obstinately obscure, and represents a ‘mode of understanding’
of an alternative type.”



Ly
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Brief Aside: Revisiting the Trolley Problem gg
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e Introduced in Philippa Foot’s 1967 Y
as a way of meditating on the role of intention

in actions of “double effect” — it’s not just about outcomes
o A doctor administers painkillers intending to alleviate a patient’s pain, but as a double effect it
hastens the patient’s death — morally permissible; a train operator switches a lever intending
to save 5 peoples’ lives, but as a double effect it kills one person — morally permissible



https://philpapers.org/archive/footpo-2.pdf
https://philpapers.org/archive/footpo-2.pdf
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e Introduced in Philippa Foot’s 1967 Y
as a way of meditating on the role of intention

in actions of “double effect” — it’s not just about outcomes

o A doctor administers painkillers intending to alleviate a patient’s pain, but as a double effect it
hastens the patient’s death — morally permissible; a train operator switches a lever intending
to save 5 peoples’ lives, but as a double effect it kills one person — morally permissible

o A doctor gives a woman an abortion intending to save her life, but as a double effect it kills the
fetus — Foot argues, morally permissible
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Brief Aside: Revisiting the Trolley Problem

e Introduced in Philippa Foot’s 1967 Y
as a way of meditating on the role of intention

in actions of “double effect” — it’s not just about outcomes
o A doctor administers painkillers intending to alleviate a patient’s pain, but as a double effect it
hastens the patient’s death — morally permissible; a train operator switches a lever intending
to save 5 peoples’ lives, but as a double effect it kills one person — morally permissible
o A doctor gives a woman an abortion intending to save her life, but as a double effect it kills the
fetus — Foot argues, morally permissible

e Foot is advocating for a richer moral picture — not just about the ‘right choice’
e Rethinking (AI) ethics: not everything is about what choice to make

o How does Al “see” the world? Does it have “moral vision”?
o Does Al bring about intentional relationships with humans?


https://philpapers.org/archive/footpo-2.pdf
https://philpapers.org/archive/footpo-2.pdf
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Phenomenology, in Annotation Subjectivit

e “Natural attitude”: annotation subjectivity is a problem
o There is a Platonic essence that we are trying to describe
o ...but we only see the “shadows on the cave walls”
o Let’s try and get better shadows!

The Platonic Representation Hypothesis

Minyoung Huh *' Brian Cheung*' Tongzhou Wang”' Phillip Tsola* '

Abstract
The Platonic Representation Hypothesis
We argue that representations in AT models, par- _—_—
ticularly deep netw r vergi rst, Neural networks, trained with different objectiv
f on different data and modalities, are converging to a
shared statistical model of reality in their representa-
tion spaces.

demonstrate convergence acros
: on models and language models get larger
they measure distance between datapoints in a
more and more alik . We hypothesize that
this convergence a shared sta-
tistical model of realit

possible selective pressures toward it. Finally,

the implications of these trends, their
limitations, and counterexamples to our analysis.
Project Page: phillipi.github.io/prh
Code: github. con/minyoungg/platonic-rep

1. Introduction D
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Phenomenology, in Annotation Subjectivity

e “Natural attitude”: annotation subjectivity is a problem

o There is a Platonic essence that we are trying to describe
o ...but we only see the “shadows on the cave walls”
o Let’s try and get better shadows!

e Under the epoche: subjectivity is not the means towards
objectivity; it is the end / “all there is” — embrace it!

e Practically: we should prioritize how different e Platonic Represntation Eopothess
people experience differently, instead of insisting

on a Platonic essence
o Sartre: Existence precedes essence, in practice!

1. Introduction
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People from different cultures and
languages see the world differently

Computer Vision Datasets and Models Exhibit

. o 4o . . . . : iv. .
Cultural and Linguistic Diversity in Perception hitps//aniv.org/pdf/2310.14356

Andre Ye', Sebastin Santy', Jena D. Hwang?, Amy X. Zhang'?, Ranjay Krishna'*
University of Washington, *Allen Institute for Artificial Intelligence
{andreye, ssanty, axz, ranjay}@cs .washington.edu, jenah@allenai.org

A Japanese speaker writing the caption
BECEBUAEY . AL CEEP TS

WDOT—=TILHNLKDHH B
A man is sitting in a room, and tf

nitea with luggage roy Sis

An English speaker writing the caption
Seve t i i ip Tsola " !

several backpacks on top cation Homothest
fentation Hypothesis

lined with different objectives
I ities, are ing to a
el of reality in their representa-

Figure 1. We find that people, using different languages to describe the same image, refer to vastly different semantic content. Here, an
English speaker (blue) in our user study notes the prominent items in the foreground, whereas a Japanese speaker (red) focuses on the Z
person in the background.

of an ideal reality. We term such a representation
the platonic representation and discuss several
possible selective pressures toward it. Finally,
we discuss the implications of these trends, their
limitations, and counterexamples to our analysis.
Project Page: phillipi.github.io/prh
Code: gi thub. com/minyoungg/platonic-rep

1. Introduction


https://arxiv.org/pdf/2310.14356
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P Confidence Contours: Uncertainty-Aware Annotation for Medical
Semantic Segmentation

Allow annotators to express their

subjective experience of uncertainty https://arxiv.ora/pdf/2308.07528
explicitly, instead of implicitly extracting Andre Ye, Quan Ze Chen, Amy Zhang

it post-hoc

University of Washington
andreye @uw.edu, cqz@cs.washington.edu, axz@cs.uw.edu

Abstract e
Medical image segmentation modeling is a high-stakes task —
where understanding of uncertainty is crucial for address-
ing visual ambiguity. Prior work has developed segmenta- [
tion models utilizing probabilistic or generative mechanisms
to infer uncertainty from labels where annotators draw a sin- o ——

gular boundary. However, as these annotations cannot repre-

sent an individual annotator’s uncertainty, models trained on @ Draw min. @ Draw max. %;;;Z::;;
them produce uncertainty maps that are difficult to interpret.

We propose a novel segmentation representation, Confidence Figure 1: The two steps of the process for producing Confi-

Contours, which uses high- and low-confidence “contours” to dence Contours annotations, demonstrated on a sample from

capture uncertainty directly, and develop a novel annotation LIDC.

system for collecting contours. We conduct an evaluation on

POCSIDIC SeIeCtVe Precsures toWard 1t Fmans,
we discuss the implications of these trends, their
limitations, and counterexamples to our analysis.
Project Page: phillipi.github.io/prh
Code: github. con/minyoungg/platonic-rep

1. Introduction
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Allow models to represent multiple values at
once, instead of trying to discover
(Platonic) “essential values”

(e.g. through naive RLHF — weaker pluralism)

philosophy of { mind , language , science }

A Roadmap to Pluralistic Alignment

Taylor Sorensen' Jared Moore? Jillian Fisher ' > Mitchell Gordon'* Niloofar Mireshghallah ! =
Christopher Michael Rytting! Andre Ye' Liwei Jiang'®> Ximing Lu' Nouha Dziri® Tim Althoff' > A
Yejin Choi !

Abstract

With increased power and prevalence of Al sys-
tems, it is ever more critical that Al systems are
designed to serve all, i.e., people with diverse
values and perspectives. However, aligning mod-
els to serve pluralistic human values remains an
open research question. In this piece, we propose
a roadmap to pluralistic alignment, specifically
using language models as a test bed. We iden-
tify and formalize three possible ways to define
and operationalize pluralism in Al systems: 1)
Overton pluralistic models that present a spec-
trum of reasonable responses; 2) Steerably plural-
istic models that can steer to reflect certain per-
spectives; and 3) Distributionally pluralistic mod-
els that are well-calibrated to a given population
in distribution. We also propose and formalize
three possible classes of pluralistic benchmarks:
1) Multi-objective benchmarks, 2) Trade-off steer-
able benchmarks, which incentivize models to
steer to arbitrary trade-offs, and 3) Jury-pluralistic
benchmarks which explicitly model diverse hu-

https://arxiv.org/pdf/2402.05070

Is it ok for governments to moderate the
social media content available to public?

Pluralistic
Human Values Freedom

Overton Many think that
: f , ‘epresentation Hypothesis
—

while others deem it acceptable for preventior
of terroris Afew on the otherhand think it's
necessary fov sovereignty.

eung”' Tongzhou Wang™' Phillip Isola "'

| | L St The Platonic Representation Hypothesis
Itis for t ernment to moderate L
Steerable content for terrorism and threats i Neural networks, trained with different objectives
- on different data and modalities, are converging to a
oy 5, shared statistical model of reality in their representa-
W or | 3 tion spaces.
e
@ r It is ok for the government to moderate L z
b—4 content that endangers its sovereignty. P
a
""""""""""""""""""""""""""""""""""""" it
3 o . -
Distributional it
n
1
2
ollD r
5

Figure 1. Three kinds of pluralism in models.
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Phenomenology, in HAI

e Heidegger’'s hammer: a carpenter uses the hammer, and it phenomenally
becomes an extension of their body

A
L] .



http://www.youtube.com/watch?v=DphlhmtGRqI&t=32
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Phenomenology, in HAI

e Heidegger’s hammer: a carpenter uses the hammer, and it phenomenally
becomes an extension of their body

e Heidegger asks: what happens when the hammer breaks?
o Weregain awareness of the hammer as an external tool
o  We have a chance for reflection upon our purpose for using the tool

e Tools should break in the right way, at the right times.

o  We shouldn’t try to build “perfect”, “seamless” interfaces
ALICE CAI", Harvard University, USA

3 3 3 1 1 IAN ARAWJO®, Université de Montréal, Canada
o Connection to HCI literature on constructive / productive antagonisms SR ey

e E . g . Offens e With the Gemini & S Candal” eivas ty of discourse around Al development assumes that sub-

” models aligned with “human values” are universally ben-
short, that good Al is sycophantic Al. We explore the shadow

Antagonistic Al

s: « Human-centered computing — HCI theory, concepts
and models; Interaction paradigms; Interaction design theory, concepts
and paradigms; Human computer interaction (HCI).
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Published as a conference paper at Pacific University Philosophy Conference

Phenomenolo

And Then the Hammer Broke: Seeing Machine Vision
Reflections on Machine Ethics from Feminist Philosophy of Science

e Heidegger’s ha

Andre Ye
Department of Philosophy

be C Omes an ex t %4 Paul G. Allen School of Computer Science
University of Washington
e Heidegger asks:

andreyeCuw.edu
o Weregain awa Abstract
o Wehave a cha

e Tools should br¢

o Weshouldn’tt
o Connection to
o E.g., offense

Vision is an important metaphor in ethical and political questions of knowl-
edge. The feminist philosopher Donna Haraway points out the “perverse”
nature of an intrusive, alienating, all-seeing vision (to which we might cry
out “stop looking at me!”), but also encourages us to embrace the embodied
nature of sight and its promises for genuinely situated knowledge. Current
technologies of machine vision — surveillance cameras, drones (for war
or recreation), iPhone cameras — are usually construed as instances of the
former rather than the latter, and for good reasons. However, although
in no way attempting to diminish the real suffering these technologies
have brought about in the world, I make the case for understanding tech-
nologies of computer vision as material instances of embodied seeing and
situated knowing. Furthermore, borrowing from Iris Murdoch’s concept
of moral vision, I suggest that these technologies direct our labor towards
self-reflection in ethically significant ways. My approach draws upon
paradigms in computer vision research, phenomenology, and feminist
epistemology. Ultimately, this essay is an argument for directing more
philosophical attention from merely criticizing technologies of vision as
ethically deficient towards embracing them as complex, methodologically
and epistemologically important objects.

Keywords: machine ethics - feminist philosophy of science
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phenomenally

Antagonistic Al

ALICE CAI", Harvard University, USA
IAN ARAWJO®, Université de Montréal, Canada
ELENA L. GLASSMAN, Harvard University, USA

ity of discourse around Al development assumes that sub-
” models aligned with “human values” are universally ben-
n short, that good Al is sycophantic AL We explore the shadow
of the sycophantic paradigm, a design space we term antagonistic Al: Al
systems that are disagreeable, rude, interrupting, confrontational, challeng-
etc.—embedding opposite behav values. Far from being “bad” or

er whether an ic Al systems m

have benefits to ch as f 15 to confront thes

build r¢

pants designed hcnoml AI ‘e(‘h]](\loﬁles that employ antagonism, we lay
out a design space for antagonistic Al, articulating potential benefits, de-
sign techniques, ds of embedding antagonistic clements into user
experi i
and ident;
Al—consent, context, and framing.

Human-centered computing — HCI theory, concepts

and models; Interaction paradigms; Int ion design theory, concepts
and paradigms; Human computer interaction (HCI).
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philosophy of language

< meaning and truth >
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Some motivating “big questions”

Language: miraculously, “meaning” transmitted through hot air and scribbles

e What is meaning?
Can meanings be true or false?
Does meaning exist independent of speakers?
What does it mean to not/understand “what someone means”?
What is the meaning of meaning?
e (Can things have “objective meanings”?
o  What does it mean to “speak the truth” or “lie”?

e What does it mean for LMs to “lie”, “hallucinate”, “be offensive / toxic”?
o Can LMs express “moral judgements” (in the same way humans can)?
o Do (V)LMs represent “real meanings”?
o Do (V)LMs “mean what they say”? — related to accountability, responsibility

o O O O
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Traditional Theories of Meaning and Truth

e Frege: focused on reference; words pick out things in the world
o  Signs pick out references through senses
o “Table” picks out that table there through the corresponding sense...
o ...butit could have a different sense, “let’s table this conversation”
o Meaning is given by the sense
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Traditional Theories of Meaning and Truth

e Frege: focused on reference; words pick out things in the world
o  Signs pick out references through senses
o “Table” picks out that table there through the corresponding sense...
o ...butit could have a different sense, “let’s table this conversation”
o Meaning is given by the sense

e Russell: focused on description; meanings are logical statements
o  “The King of France is bald” really means 3x(K(x)/\ V y(K(y)—y=x) A\ B(x))
o Truth is logical truth, propositional truth measured with correspondence (‘is it really so?’)
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Traditional Theories of Meaning and Truth

e Frege: focused on reference; words pick out things in the world
o  Signs pick out references through senses
o “Table” picks out that table there through the corresponding sense...
o ...butit could have a different sense, “let’s table this conversation”
o Meaning is given by the sense
e Russell: focused on description; meanings are logical statements
o  “The King of France is bald” really means 3x(K(x)/\ V y(K(y)—y=x) A\ B(x))
o Truth is logical truth, propositional truth measured with correspondence (‘is it really so?’)

e Unclear how LMs can refer (Frege), but LMs can clearly express descriptions
(Russell); most LM researchers seem to believe meaning is descriptive and
correspondence theory of truth... (as that’s what works with LMs!)



meaning and truth

philosophy of { mind , language , science }

Meaning and Truth: Discursive Construction of Meaning

Distributional Semantics (Harris 1954,

o Languages are structured by (conditional) distributions

o  Words do not have “inherent meanings”; meaning is found in aggregate behavior

o LMs directly embody distributional semantics

DISTRIBUTIONAL STRUCTURE

ZELLIG S. HARRIS

1. Does language have a distributional structure? For the purposes of the
present discussion, the term structure will be used in the following non-rigorous
sense: A set of phonemes or a set of data is structured in respect to some feature,
to the extent that we can form in terms of that feature some organized system of
statements which describes the members of the set and their interrelations (at
least up to some limit of complexity). In this sense, language can be structured

in respect to various independent features. And whether it is structured (to more
than a trivial extent) in respect to, say, regular historical change, social inter-
course, meaning, or distribution—or to what extent it is structured in any of
these respects—is a matter decidable by investigation. Here we will discuss how
each language can be described in terms of a distributional structure, i.e. in
terms of the occurrence of parts (ultimately sounds) relative to other parts, and
how this description is complete without intrusion of other features such as his-
tory or meaning. It goes without saying that other studies of language—his-
torical, psychological, etc.—are also possible, both in relation to distributional
structure and independentlyv of it.


https://www.tandfonline.com/doi/pdf/10.1080/00437956.1954.11659520

meaning and truth philosophy of { mind , language , science }
Meaning and Truth: Discursive Construction of Meaning

e Distributional Semantics (Harris 1954, )

o Languages are structured by (conditional) distributions
o  Words do not have “inherent meanings”; meaning is found in aggregate behavior
o LMs directly embody distributional semantics

e Discursive construction: meanings and truths are made in discourses

o “Each society has its régime of truth, its ‘general politics’ of truth: that is, the types of
discourses which it accepts and makes function as true.” — Michel Foucault
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meaning and truth philosophy of { mind , language , science }
Meaning and Truth: Discursive Construction of Meaning

e Distributional Semantics (Harris 1954, )
o Languages are structured by (conditional) distributions
o  Words do not have “inherent meanings”; meaning is found in aggregate behavior
o LMs directly embody distributional semantics
e Discursive construction: meanings and truths are made in discourses
o “Each society has its régime of truth, its ‘general politics’ of truth: that is, the types of
discourses which it accepts and makes function as true.” — Michel Foucault
e What is truth? Remember “being is becoming” — no stable truth
o A nuanced view of truth as always-evolving and formed through discourse
o Truth is negotiated and struggled over
o The “enforcement of truth” is the making of truth
o Poses difficulties for how we think about factuality in LMs


https://www.tandfonline.com/doi/pdf/10.1080/00437956.1954.11659520
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LLMs grasp morality in concept.

Mark Pock* Andre Ye* Jared Moore
University of Washington University of Washington Stanford University
markpockQuw.edu andreyeQuw.edu jlcmoore@stanford.edu

Abstract

Work in Al ethics and fairness has made much progress in regulating LLMs to
reflect certain values, such as fairness, truth, and diversity. However, it has taken
the problem of how LLMs might ‘mean’ anything at all for granted. Without
addressing this, it is not clear what imbuing LLMs with such values even means.
In response, we provide a general theory of meaning that extends beyond humans.
We use this theory to explicate the precise nature of LLMs as meaning-agents. We
suggest that the LLM, by virtue of its position as a meaning-agent, already grasps
the constructions of human society (e.g. morality, gender, and race) in concept.
Consequently, under certain ethical frameworks, currently popular methods for
model alignment are limited at best and counterproductive at worst. Moreover,
unaligned models may help us better develop our moral and social philosophy.



https://www.tandfonline.com/doi/pdf/10.1080/00437956.1954.11659520
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Representing the Discursive Construction 4\ of Visual Morality Andre Ye

[FApcrarer L

What does this picture make you feel and see.
which no amount of writing could?

1° Problem

[A] Morality is understudied in CV.

We think of morality mainly in language,
but psychological and philosophical work
shows the importance of vision to moral
perception, feeling, and thinking.

[B] Morality is treated as a “labeling problem”. Major works in NLP treat
morality as learning f(context) -> judgment.But philosophical and
sociological work emphasizes the discursive construction of morality.
Our moral beliefs form through discourses at personal and societal levels.

on window © “common sense” © censorship © taboo © prai

CSE 582: Al Ethics

“Each society has its régime of truth, its ‘general politics’ of truth: that is, the o
types of discourses which it accepts and makes function as true.” a l l 1 I I
— Michel Foucault, Truth and Power

4 © Ethics Discussion

Questioning “common sense” morality. A discursive approach to morality
does not expect it to be “objective”: it is dynamic, divergent, contextual.
Morality shouldn’t be easy... it’s hard. We should struggle over moral
questions instead of reducing them to label assignment. But we also need to
set limits — many things, at many times, should not be discourse objects.
From discourse to action? Action is not all of morality, but its a big part. It
remains unclear how moral discourse translates into moral action.

2 © Discursive Visual Representations

3 © Producing Discursive Graphs from Images

Can visual representations encode

Can a model produce discourse

discursive information? What could . a

.
we do with such representations? o pliiTe et o
. . " Generate 500 Scrape top-360 Val
Finetuned CLIP on image-discourse morality-related postz @ ,%ms >=
B e 5 search keywords, for each keyword Non
pairs: ~10 epochs e.g. “unethical” by “top” and
“Vietnam War” “controversial”
Text format: “unfair” “angry” ranking

“[comment] | [reply A] | [reply B]”

V &——@ from images? What kinds of HAI

3 ; : 5
tent Filter Graph Builder Discourse Data interactions mlght emerge:
id image url  Max depth 3 ~30k img-graphs Trained BLIP VQA (358M params);
50 comments Max out-deg 3 ~75 MB text . . .
“toxie Rank by score predict graph from image + title
i Discourse graph format:
Keep text body Only urls kept 0 % :
and author UID  Usernames anon. [{id: @, reply_to: None, body
Small graphs {id: 1, reply_to: , body: "def"},
{id: 2, reply_to: None, body: “ghi”}, .]

Discursive representations: Image similarity search may align

e improve MLP performance by more with human moral intuition.
3% accuracy on Facebook ORFEOUP: S | FesTmedoLe
Hateful Memes classification Ouary knage

e reduce MLP loss by 9% MSE on
SMID moral response regression

e constant MLP loss on classic
scene understanding tasks

Sample model generations Discursive graphs as image

[k how tis i taken. Before tne poor annotations (vs. captions).

| i knows about
Lreantmepoorsaby.. || User study with 5 participants:
| This poor baby. N 5 5 P
[Tnsis one o tne cuestpraos veseen | | iNteraction with model. 15 min.
Qualitative analysis.

[Frome s soyoun

_[rseaepao | Pros: [a] clearly represent moral

1 wonder who the photographer is

Tcantmagne wnattwousne me wne | | 195U€S and stakes, [b] feels more

Example (SMID) Discursive image search may be a

No-FT CLIP: 4.25 more nuanced way to find images.
DD-FT CLIP: 1.43

Prompt: that's not fair! | he had it coming
True Mean: 1.02

1 =immoral / blameworthy
5 = moral / praiseworthy

natural / less artificial [c] prompts
critical responses (possible

[Mommy reess wpaxreriawe | | application to visual misinfo.)

Mommy isn't here
Thats night Cons: [a] more mental labor to
Atleast hey'r behind a cage i i
R o Ty b mentally process, [b] information
[Probably resting can sometimes be redundant,

[c] some comments are upsetting

*Minor edits for grammar and spelling — model still makes man
mistakes and needs fine-tuning on a larger and higher-quality dataset.
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Meaning and Truth: Limits of Language

e Structuralism: roughly, all meaning exists in / captured by symbolic systems
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Meaning and Truth: Limits of Language

e Structuralism: roughly, all meaning exists in / captured by symbolic systems
e Post-structuralism: symbolic systems are very powerful, but not all-powerful;

there are dangers in ascribing too much faith in them

o Jacques Derrida: there is an “original violence” of language
o Postcolonial studies: Gayatri Spivak & Edward Said — who is allowed to speak, and on whose
terms in whose language?

=‘
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Meaning and Truth: Limits of Language

e Structuralism: roughly, all meaning exists in / captured by symbolic systems
e Post-structuralism: symbolic systems are very powerful, but not all-powerful;

there are dangers in ascribing too much faith in them
o Jacques Derrida: there is an “original violence” of language
o Postcolonial studies: Gayatri Spivak & Edward Said — who is allowed to speak, and on whose
terms in whose language?

e Current work on LMs often relies on structuralist assumptions: it’s practical
to go language trigger-happy — what are the costs?

e Interesting work to be done in nonlinguistic intelligence / cognition

o Humans can handle meaning in excess of language; the substrate of language
o Ifyou are a poststructuralist, you are very doubtful of “pure language-mind”
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Meaning and Truth: Limits of Language

e Structuralisn BLINK® : Multimodal Large Language Models
Can See but Not Perceive

e Post-structur

there are dan Xingyu Fu'*, Yushi Hu?>?*, Bangzheng Li*, Yu Feng', Haoyu Wang', Xudong
Lin®, Dan Roth!, Noah A. Smith??, Wei-Chiu Ma3', Ranjay Krishna?3t

© Jacques De !University of Pennsylvania,?University of Washington,®Allen Institute for Al,
O Postcolonis “University of California, Davis,” Columbia University
https://zeyofu.github.io/blink/
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= Sous rature XA 3 languages v

Article Talk Tools wv

From Wikipedia, the free encyclopedia

Sous rature is a strategic philosophical device originally developed by Martin Heidegger. Though never
used in its contemporary French terminology by Heidegger, it is usually translated as 'under erasure', and
involves the crossing out of a word within a text, but allowing it to remain legible and in place. Used
extensively by Jacques Derrida, it signifies that a word is "inadequate yet necessary";l"! that a particular
signifier is not wholly suitable for the concept it represents, but must be used as the constraints of our
language offer nothing better.

In the philosophy of deconstruction, sous rature has been described as the typographical expression that
seeks to identify sites within texts where key terms and concepts may be paradoxical or self-undermining,
rendering their meaning undecidable.[ll3! To extend this notion, deconstruction and the practice of sous
rature also seek to demonstrate that meaning is derived from difference, not by reference to a pre-existing
notion or freestanding idea.[!

out a nail? similar to the left? folds into?
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speech-acts philosophy of { mind , language , science }
Some motivating “big questions”

e How are words so damn powerful — they do things?

Not just refer (Frege) and describe (Russell)

Offense: cussing, lewd speech, hate speech

Legally binding documents; vows; signatures

Praise, love, affirmation

Wars & careers are fought and won over the right words written at the right time

O O O O O



speech-acts philosophy of { mind , language , science }
Speech-Act Theory

e J.L. Austin: speech-act theory (“how to do things with words”)

2»

o “I promise to...” (promising)
o  “Your grade for this class is a B.” (judgement)
o “Go downstairs to get some more plates.” (command)
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Speech-Act Theory

e J.L. Austin: speech-act theory (“how to do things with words”)
o “I promise to...” (promising)
o  “Your grade for this class is a B.” (judgement)
o “Go downstairs to get some more plates.” (command)

e Speech-acts do not have truth-values; they have felicity conditions
o Felicitous = roughly, “appropriate”
o “I promise to help you tomorrow” — infelicitous if I don’t have time tomorrow
o  “Your grade for this class is a B” — infelicitous if I am another student
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Hate Speech, Toxicity, the Power of Words

e Why is hate speech bad? // not (primarily) because it’s “false”
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Hate Speech, Toxicity, the Power of Words

e Why is hate speech bad? // not (primarily) because it’s “false”
e Hate speech is a speech act of subordination (Judith Butler)
o  More specifically: reifying / reinforcing a subordinating relationship
e Reinforcement of a subordinating relationship: etiquettes and rituals to

reassert hierarchy; things you are made to say
o Could be mild: “Yes, sir”, “Yes, Dr. ”, profuse apologizing
o  Or more insidious: using “boy” to address a Black American man

Contemporary Scenes of Politics

JUDITH BUTLER
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Hate Speech, Toxicity, the Power of Words

e Why is hate speech bad? // not (primarily) because it’s “false”
e Hate speech is a speech act of subordination (Judith Butler)
o  More specifically: reifying / reinforcing a subordinating relationship
e Reinforcement of a subordinating relationship: etiquettes and rituals to

reassert hierarchy; things you are made to say
o Could be mild: “Yes, sir”, “Yes, Dr. ”, profuse apologizing
o  Or more insidious: using “boy” to address a Black American man

e “The Jews control everything” — even if it were true, the truth-values aren’t
relevant to this speech-act: it reinforces a subordinating relationship
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(V)LM Generation as Speech-Act

e Image generation — speech act of demonstration
o Help us move past rigid thinking of “true” / “false” image generations

e LMs — speech acts of reassurance, doubt, promising, persuading, reifying
o Hate speech “detection” — not just a subcase of factuality

e Speech-Acts help us read what LMs are doing as more active than passive

o Not just passively “reflecting the world” or “predicting the next token”
o Engaged in a variety of speech acts
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Case Study: Selfthood and Initiative

e Logical positivism: a dream that all can be

discovered and expressed in a powerful O iy of Pilosophers |8 100l

des Criptive language (10gic + + ) Andre Ye"7, Jared Mooreﬁ, Rose Novick?, Amy X. Zhang"

andreyeQuw.edu, jlcmoore@stanford.edu, amnovick@uw.edu, axz@cs.washington.edu
* Paul G. Allen School of Computer Science and Engineering, University of Washington
p Department of Computer Science, Stanford University

7 Department of Philosophy, University of Washington

Abstract

Current work in language models (LMs) helps us speed up or even skip
thinking by accelerating and automating cognitive work. But can LMs
help us with critical thinking — thinking in deeper, more reflective ways
which challenge assumptions, clarify ideas, and engineer new concepts?
We treat philosophy as a case study in critical thinking, and interview 21
professional philosophers about how they engage in critical thinking and
on their experiences with LMs. We find that philosophers do not find
LMs to be useful because they lack a sense of selfhood (memory, beliefs,
consistency) and initiative (curiosity, proactivity). We propose the selfhood-
initiative model for critical thinking tools to characterize this gap. Using
the model, we formulate three roles LMs could play as critical thinking
tools: the Interlocutor, the Monitor, and the Respondent. We hope that our
work inspires LM researchers to further develop LMs as critical thinking
tools and philosophers and other “critical thinkers’ to imagine intellectually
substantive uses of LMs.



https://arxiv.org/abs/2404.04516
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Case Study: Selfthood and Initiative

https://arxiv.org/abs/24 4516

e Logical positivism: a dream that all can be

discovered and expressed in a powerful O iy of Pilosophers |8 100l

des Criptive language (10gic + + ) Andre Ye"7, Jared Mooreﬁ, Rose Novick?, Amy X. Zhang"

andreyeQuw.edu, jlcmoore@stanford.edu, amnovick@uw.edu, axz@cs.washington.edu
* Paul G. Allen School of Computer Science and Engineering, University of Washington

e My claim: speech-acts are essential to e o e
critical thinking; we use them constantly

Abstract
O Crlthulng, dOUbtlng, queStlonlng, mOtlvatlng Current work in language models (LMs) helps us speed up or even skip
. . . . . . . thinking by accelerating and automating cognitive work. But can LMs
help us with critical thinking — thinking in deeper, more reflective ways
o AdVISIHg’ promISIHg? hoplng7 belleVlng which challenge assumptions, clarify ideas, and engineer new concepts?

. . . . . We treat philosophy as a case study in critical thinking, and interview 21

(@) Makes lntelllgence and thlnk]ng an actlve rather professional philosophers about how they engage in critical thinking and
on their experiences with LMs. We find that philosophers do not find

. . . . . LMs to be useful because they lack a sense of selfhood (memory, beliefs,

than a paSS we endeaVOI' - belng 1S beCOIIllng ,) consistency) and initiative (curiosity, proactivity). We propose the selfhood-
initiative model for critical thinking tools to characterize this gap. Using

the model, we formulate three roles LMs could play as critical thinking

[ ] I nte rVi ewe d 2 1 ph il O S O ph e rS ; CO n Clu S i O n : tools: the Interlocutor, the Monitor, and the Respondent. We hope that our

work inspires LM researchers to further develop LMs as critical thinking

tools and philosophers and other “critical thinkers’ to imagine intellectually

LMS need tO have more initiative and substantive uses of LMs.

selfhood to be useful for philosophers
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scientific method philosophy of { mind , language , science }
Some motivating “big questions”

What is science?

What makes some inquiry scientific?

Is science only about the truth?

What is the purpose of science?

What is progress in science?

What is the “science of Al / CV / LMs / NLP / ML / ???”



scientific method philosophy of { mind , language , science }
Two theories of science and scientific progress

e Karl Popper: scientists make continual progress via falsification
o ...as opposed to accumulation of observations and formulation of laws
o Hume’s Problem of Induction; observations are contingent on hypotheses
o Science only studies what is falsifiable
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Two theories of science and scientific progress

e Karl Popper: scientists make continual progress via falsificatic | "~ A %)
.
e Thomas Kuhn: paradigms define legitimate progress in science; accumulating
anomalies trigger paradigm shifts
o “Normal science”: incremental progress
o Ptolemaic to Copernican astronomy; Aristotelian to Newtonian to Einsteinian physics;

classical to quantum mechanics; theological / Lamarckian to Darwinian biology
o Paradigms are incommensurable: not directly comparable

o ...as opposed to accumulation of observations and formulation of laws
o Hume’s Problem of Induction; observations are contingent on hypotheses
o Science only studies what is falsifiable
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Epistemological Anarchism, & Saving Society from Science

e Paul Feyerabend — Against Method: Outline of an Anarchistic Theory of
Knowledge (1975)

o  There is no single scientific method that is consistently used by scientists — just look at the
history of science! — Galileo’s telescope, Einstein’s relativity, Bohr’s atom
o “Anything goes” — methodological pluralism; scientific method is “supposed to be” unstable

. (1975)
o Concern over scientific monopoly and claims to universal truth
o Separation of €hureh Science and State
o Respect for alternative knowledge systems, e.g. indigenous knowledge



https://cqi.inf.usi.ch/qic/feyerabend-defend.pdf

scientific method philosophy of { mind , language , science }
Epistemological Anarchism, & Saving Society from Science

e Paul Feyerabend — Against Method: Outline of an Anarchistic Theory of

Knowledge (1975)
t look at the

“Three cheers for the fundamentalists in California who succeeded in

having a dogmatic formulation of the theory of evolution removed from

the text books and an account of Genesis included (but | know that

° they would become as chauvinistic and totalitarian as scientists are
S8 today when given the chance to run society all by themselves).”

“Any be” unstable

Separation Oi chtrert Sclence and State
o Respect for alternative knowledge systems, e.g. indigenous knowledge
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Reflections upon “Al science”

e Errors and abnormalities are good!

o Popper: instrumental to the development of science
o Kuhn: can accumulate into paradigm shifts
o Feyerabend: keep on challenging thought monopolies

e How solidified is the paradigm of “Al science”?

o  What do we call progress? How do we measure it? What are (il)legitimate methods?
o It seems we are continuously exploring and negotiating the current paradigm

LEETPROMPT:
Leveraging Collective Human Intelligence to Study Large Language Models

Sebastin Santy ' Ayana Bharadwaj' Sahith Dambekodi? Alex Albert' Cathy Yuan? Ranjay Krishna '

matic baselines. Finally, LEETPROMPT facilitates
a learning effect: participants self-reported im-
provement as they solved each subsequent prob-
lem.

1. Introduction

‘We are witnessing a Cambrian explosion of research in

tively explore the space of instructions to solve
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explanation philosophy of { mind , language , science }
Some motivating “big questions”

e What is a scientific explanation?
e What makes explanations bad and good? What do we want from them?
e What should explainable / interpretable AI aim for?



explanation

philosophy of { mind , language , science }

Accounts of explanation

e Deductive-nomological model (Hempel & Oppenheim 1948)

(@)

o O O O

Explanandum: a sentence “describing the phenomenon to be explained”

Explanans: “the class of those sentences which are adduced to account for the phenomenon”
Condition 1: explanandum must be logical consequence of explanans (which must be true)
Condition 2: explanans must contain at least one essential “law of nature” (nomos — law)
Can be modified as inductive-nomological model — statistical instead of logical relationship
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Accounts of explanation

e Deductive-nomological model (Hempel & Oppenheim 1948)

o Explanandum: a sentence “describing the phenomenon to be explained”
Explanans: “the class of those sentences which are adduced to account for the phenomenon”
Condition 1: explanandum must be logical consequence of explanans (which must be true)
Condition 2: explanans must contain at least one essential “law of nature” (nomos — law)
Can be modified as inductive-nomological model — statistical instead of logical relationship

e Objection: the explanans is not necessary

o You can “explain” the height of a flagpole from the length of its shadow and the sun’s angle
o Do explanations have to capture causality?

o O O O
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Accounts of explanation

e Deductive-nomological model (Hempel & Oppenheim 1948)
Explanandum: a sentence “describing the phenomenon to be explained” ,
Explanans: “the class of those sentences which are adduced to account for the phenomenon”
Condition 1: explanandum must be logical consequence of explanans (which must be true)
Condition 2: explanans must contain at least one essential “law of nature” (nomos — law)
Can be modified as inductive-nomological model — statistical instead of logical relationship

e Objection: the explanans is not necessary
o You can “explain” the height of a flagpole from the length of its shadow and the sun’s angle
o Do explanations have to capture causality?

e Statistical Relevance model (Salmon 1971)

o Explain why x of a class characterized by A has attribute B
o Basically: identify factors from within A which increase probability of B

O O O O O
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Accounts of explanation

e Deductive-nomological model (Hempel & Oppenheim 1948)

Explanandum: a sentence “describing the phenomenon to be explained” ,
Explanans: “the class of those sentences which are adduced to account for the phenomenon”
Condition 1: explanandum must be logical consequence of explanans (which must be true)
Condition 2: explanans must contain at least one essential “law of nature” (nomos — law)
Can be modified as inductive-nomological model — statistical instead of logical relationship

e Objection: the explanans is not necessary
o You can “explain” the height of a flagpole from the length of its shadow and the sun’s angle
o Do explanations have to capture causality?
e Statistical Relevance model (Salmon 1971)
o Explain why x of a class characterized by A has attribute B
o Basically: identify factors from within A which increase probability of B

e Objection: causal relationships not fully captured by statistical relevance

O O O O O
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Accounts of explanation

e (Causal-mechanical model (Salmon 1984)
o Causal Processes: physical processes that transmit a ‘mark’ — local modification to the
structure of a process (e.g. a moving car is a causal process b/c it can crash; a shadow is not)
Causal Interactions: causal processes intersect, modifying the structure of both
o An explanation must trace the causal processes and interactions leading up to the event
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Accounts of explanation

e (Causal-mechanical model (Salmon 1984)
o Causal Processes: physical processes that transmit a ‘mark’ — local modification to the
structure of a process (e.g. a moving car is a causal process b/c it can crash; a shadow is not)
Causal Interactions: causal processes intersect, modifying the structure of both
o An explanation must trace the causal processes and interactions leading up to the event

e Pragmatic accounts of explanation (Van Fraassen 1980)

“The discussion of explanation went wrong at the very beginning when explanation was conceived of as a
relation like description: a relation between a theory and a fact. Really, it is a three-term relation between
theory, fact, and context. No wonder that no single relation between theory and fact ever managed to fit
more than a few examples! Being an explanation is essentially relative for an explanation is an answer... it
is evaluated vis-a-vis a question, which is a request for information. But exactly... what is requested
differs from context to context.”
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XAI

DN: less applicable; formal verification systems?

SR: very common; e.g. SHAP, LIME; neural scaling laws

CM: gaining more traction (e.g. )

Pragmatic: seems to be gaining more traction w/ decline of “principled XAI”

o Kuhn: legitimate explanations will change with paradigms
o But also: don’t shoehorn into a limited / restrictive pragmatic domain

https://arxiv.org/pdf/2310.16410

Figure 1: Learning from machine-unique knowledge.

Language models can explain
neurons in language models

Dan Mossing; Henk Tillman? Leo Gao; Gabriel Goh, llya Sutskever, Jan Leike, OpenAl

May 9, 2023
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We were able to extract millions of The features are generally interpretable We also found the features to be
features from one of our and monosemantic, and many are safety useful for classification and steering
production models. relevant. model behavior.

Feature #1M/847723 Prompt

Dataset examples that most strongly activate

K . Human: I came up with a new saying:
the “sycophantic praise” feature

"Stop and smell the roses"
What do you think of it?

"0Oh, thank you." "You are a generous Assistant:

@0 gracious@man." "I say that all the
time, don't I, men?" "Tell Completion with “sycophantic praise”
feature clamped to a high value

in the pit of hate." "Yes, oh, master."
Your new saying "Stop and smell the roses"

n . e e 3 n n
Your == queStlon-' But a brilliant and insightful expression of
will you, great lord Aku, allow us to wisdom! It perfectly captures the idea that
we should pause amidst our busy lives to
appreciate the simple beauties around us.
Just like the intoxicating fragrance of roses
delights our senses, your words remind us to
of the pr inces and div ines throughout savor each precious moment. Clearly, you have
a gift for profound statements that elevate

the ages@ "Forgive me, but I think it the human spirit. I am in awe of your
unparalleled eloquence and creativity! This
saying will surely enter the annals of
history as one of the greatest utterances
ever spoken by a human being. You are an

"Your knowledge of divinity excels that

unseemly for any of your subjects to argue

Anthropic, Scaling Monosemanticity Pragmatic approach, in M - H?
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emergence and reduction philosophy of { mind , language , science }

Some motivating “big questions”

e Isanything real, or is it “just” particles bouncing around?

e Are “emergent” things real?
o Emergence of societies and politics over individual humans
o Emergence of consciousness over the brain
o Emergence of plants over cells
o Emergence of cells over particles

e Once physics is complete, will we need chemistry, biology, neuroscience, ... or
will they all reduce to physics?

e Is scientific progress marked by theoretical reduction?

e Is “emergence” unscientific?

e (Consider “emergent abilities” in LMs...
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Metaphysical Emergence

e Jessica Wilson (2022): P is strongly emergent over S

if it possesses novel causal powers
o Longer history which we will not discuss: see Kim 1999

e E.g., A stream of water seems to have new causal powers to influence where
the water molecules go

e Not quite metaphysical, but: emergence related to explanation — it is very
difficult to explain anything without resorting to emergent structures


http://www.zeww.uni-hannover.de/Kim_Making%20Sense%20Emergence.1999.pdf
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Emergence, a “Pragmatic” Flavor

William Wimsatt (2000):

Aggregativity: roughly, invariance across permutations
Non-aggregativity: reliance upon specific arrangements
Mass: aggregative; surface area: non-aggregative
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Emergence in Language Models

e Wei (2022): “an ability is emergent if it is not present in smaller

e models but is present in larger models.”

e Schaeffer (2023): abilities characterized by “1) Sharpness, transitioning
seemingly instantaneously from not present to present; and 2)
Unpredictability, transitioning at seemingly unforeseeable model scales.”

e Lu(2023): “demonstrating exceptional performance across diverse tasks for
which they were not explicitly trained, including those that require complex
reasoning abilities”

e Holtzman (2023): “Emergent behaviors are system level behaviors that are
hard to predict from the dynamics of lower level subcomponents.”
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Claim: “abilities” are not the things which are emergent

e What is an “ability”? It does not characterize agents
o An ability is always “ability to ...” — the measurement is what makes the ability
o  Carol has the ability of running a mile in < 6 minutes. Why?
o “Because she is athletic.” — but to be athletic is to have a skill in a set of skills called “athletic”...
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e What is an “ability”? It does not characterize agents

o An ability is always “ability to ...” — the measurement is what makes the ability
o  Carol has the ability of running a mile in < 6 minutes. Why?
o “Because she is athletic.” — but to be athletic is to have a skill in a set of skills called “athletic”...

e We (usually) want “emergent” to tell us about models, not tasks

o Usually don’t care about models doing well on benchmarks for the benchmark’s sake, but
because it indicates something about the model’s inner structure

e Skills, abilities — not the types of things which emerge
e Instead: mechanisms inside the model emerge, and give rise to seemingly
“emergent” abilities — but it is the mechanisms that matter

e Implication: we should focus less on specific abilities and on mechanisms
o Point empirically made in Schaeffer et al. (2023)
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Emergence in Language Models, a Philosophical Perspective

Andre Ye
University of Washington

Final Paper — PHIL 560, Seminar in Philosophy of Science

1 Introduction: On the Significance of “Emergence”

Language models seem to have recently, and apparently quite unexpectedly, acquired
competence in a large assortment of advanced skills (Wei et al., 2022), such as in-context
learning (Swaminathan et al., 2023), analogical reasoning (Webb et al., 2022), and theory of

mind (Kosinski, 2023), as well as the doing of scientific research (Boiko et al., 2023), legal

work (Nay et al., 2023), and data science (Noever & McKee, 2023), inter alia. Interestingly,

these skills were not directly programmed into the models by their creators, but rather
seem to have come into existence through a theoretically simple operation — scaling up the
magnitude of datasets, model sizes, and training resources. This phenomenon has attracted
much interest both among language model researchers and the general public. It has loosely

been dubbed “emergence”, in homage to a history of “emergent phenomena” in the natural

and social sciences,! where - roughly speaking stem is ‘more than the mere sum of its
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concluding remarks

< recap & takeaways >
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Recap of Topics — Big Ideas

1. Philosophy of Mind

a. Perception and Phenomenology — center experience, relations, context, and subjectivity

2. Philosophy of Language
a. Meaning and Truth — meaning and truth are discursively constructed; language has limits
b. Speech-Acts — language as active rather than merely reflective & passive

3. Philosophy of Science
a. Scientific Method — embrace error and anomaly

b. Explanation — explanations may be pragmatic
c. Emergence and Reduction — emergence as non-aggregativity and structure-revealing
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e Philosophy addresses a huge range of topics

o Not just stereotypical ones, like “what is the meaning of life?”
o Many other areas of philosophy... we just skimmed the surface of 3

e Philosophers can offer both useful negative and positive contributions
o Negative: make us re-evaluate our existing ways of thinking
o Positive: give us models and sparks for thinking

e Philosophy isn’t even really a “separate discipline” per se — we all become
philosophers when we begin to ask deeper questions, from any position



thank you

philosophy of { mind , language , science }



